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요   약 

ROS(Robot Operating System)는 가장 널리 사용되는 로봇 제어 소프트웨어 프레임워크이다. 자율

주행 등 ROS를 이용한 정밀 제어를 위해서는 수행 시간 측정이 필수적이다. 일반적으로 많이 쓰이는 

리눅스의 time 명령어와 ROS의 rostopic 명령어는 ROS 네트워크 구조에 대한 고려가 부재하여 통신

/유휴 시간 등으로 실제 수행 시간과는 상당한 차이를 보인다. 본 연구에서는 ROS 네트워크의 구독자

/발행자 구조를 바탕으로 실제 수행시간만을 정확히 측정할 수 있는 방법을 제안한다. 나아가 이 과정

에서 개발자가 만든 응용프로그램의 소스 코드 수정 없이 구현하여 편의성과 안정성을 확보하였으며, 

제안한 기법이 기존의 방법에 비해 10배 이상 오차를 줄이는 유의미한 성능 개선이 있음을 확인했다. 

1. 서론 

 

ROS(Robot Operating System)는 로봇 제어를 위한 

오픈소스 소프트웨어로 간단한 로봇부터 자율주행 

자동차까지 응용가능한 범위가 매우 넓고, 쉽게 

서비스를 개발할 수 있는 등 접근성이 높아 로봇 

제어에서 가장 널리 사용되고 있는 프레임워크다[1][2]. 

자율주행 등 ROS를 이용한 정밀 제어를 위해서는 

정확한 수행 시간 측정이 필수적이다. 구체적으로는 

ROS로 구현한 시스템이 정상적으로 작동하지 않는 

상황, 혹은 더욱 효율적인 시스템으로 최적화하기 위한 

상황에서는 노드(Node) 단위가 아닌 함수 단위의 보다 

자세한 수행 시간 분석이 필요하다. 

그러나 이를 위해 사용되는 리눅스의 time 명령어나 

ROS의 rostopic 명령어는 함수 단위의 측정이 

불가능하거나, 통신/유휴 시간을 함께 측정하는 등 실제 

수행 시간만을 측정하지 못한다. 이는 ROS 네트워크 

구조에 대한 고려의 부재에 기인한다. 

따라서 본 논문에서는 ROS 네트워크 구조 분석을 

기반으로 한 분석 기법을 제안한다. 구체적으로, ROS 

네트워크의 구독자가 수행하는 함수는 큐(Queue)에 

쌓인 뒤 스피너가 이를 하나씩 꺼내며 수행한다. 
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제안하는 기법은 스피너 내부에서 각각의 콜백 

함수만의 수행 시간만을 측정하여 스피너 외부에서 

측정하는 기존의 방법보다 정확한 분석이 가능하다. 

제안하는 기법을 통해 모듈 수행 시간을 (1) 

개발자가 만든 응용프로그램의 소스 코드를 수정하지 

않고, (2) 콜백 함수 단위에서 분석할 수 있다. 

본 논문의 2장에서는 ROS 네트워크 구조에 대한 

이론적 배경을 언급한다. 3장에서는 언급한 ROS 

네트워크 구조를 바탕으로 새로이 설계한 분석 기법을 

소개하고, 기존 방법과 비교하여 개선된 점을 명확히 

한다. 4장에서는 본 연구의 결론을 정리한다. 

 

2. 이론적 배경 

 

본 장에서는 ROS 콜백 함수의 수행 시간 측정을 

위한 분석 기법을 소개하기 전 ROS 네트워크 구조에 

대해 이해가 필요한 내용을 소개한다. 2.1에서는 ROS의 

토픽 기반 통신 구조에 대해 다루고, 2.2에서는 콜백 

함수가 실행되는 과정에 대해 자세히 알아본다. 

 

2.1 토픽 기반 ROS 통신 구조 

 
[그림 1] 토픽 기반 ROS 통신 구조 

ROS는 노드라고 불리는 단위로 기능을 수행하며 

1468

2020년 한국컴퓨터종합학술대회 논문집



 

전체 노드들은 마스터(Master)에 의해 관리된다. 

본 논문의 모든 내용은 노드 간 통신 중 가장 많이 

사용되는 토픽 기반의 통신구조에 대해 다룰 것이며 그 

구조는 [그림 1]과 같다[3]. 토픽 기반 통신은 

마스터의 주관 하에 메시지를 생성하는 

발행자(Publisher) 노드와 메시지를 받아 이에 

대응하는 콜백을 제공하는 구독자(Subscriber) 노드 

사이에 TCP 통신을 통해 이루어진다[4]. 

 

2.2 콜백 함수의 동작 

 

[그림 2] 콜백 함수가 실행되는 과정 

 

구체적으로 콜백 함수가 실행되는 과정은 [그림 2]와 

같다. 기본적으로 각 ROS 노드는 고유의 구독 큐, 콜백 

큐, 발행 큐를 가진다. TCP 통신을 위한 사전 준비를 

마치면 ㉠ 노드 1에 해당하는 발행자 노드는 발행 큐에 

담긴 토픽 1을 TCP를 이용하여 발행한다. ㉡ 노드 2에 

해당하는 구독자 노드가 토픽을 구독하게 되면 구독 

큐에 해당 토픽이 들어가며 ㉢ 동시에 콜백 큐에는 

대응하는 콜백 함수가 들어간다[5]. 

콜백 처리는 스피너에 의해 이루어진다. ㉣ 스피너가 

동작 시 콜백 큐에 담겨 있는 콜백 정보들을 TLS 큐에 

전달하고 콜백 큐는 비워지게 된다.  이후 스피너는 

spinOnce()를 반복하여 실행하는데 spinOnce() 

내에서 ㉤ TLS 큐에 담긴 콜백 함수들을 전부 비워질 

때까지 하나씩 빼내며 실행한다. 따라서 TLS 큐 

내부의 함수들이 실행되는 시간이 콜백 함수만의 

순수한 수행 시간이다. 

 

3. 분석 기법 제안 

 

2.2에서 살펴본 콜백 함수의 실행 과정에 따르면 

콜백 함수의 실제 수행 시간을 측정하기 위해서는 TLS 

큐에서의 각 함수의 수행 시간을 측정하여야 한다. 

이 때 개발자 코드를 직접 수정하여 함수의 수행 

시간을 측정하는 것은 측정하고자 하는 모든 함수에 

개발자가 직접 타임스탬프 출력 코드를 작성해야 

한다는 편의성의 문제, 그리고 큰 프로젝트의 경우 

코드의 삽입이 다른 모듈에 영향을 줄 수 있다는 

안정성의 문제가 있다. 따라서 제안하는 기법은 개발자 

코드의 수정이 없어야 한다. 

본 장에서는 개발자 코드를 수정하지 않고 수행 시간

을 분석할 수 있는 기존의 방법을 소개한다. 또한 본 논

문에서 제안하는 분석 기법이 기존의 방법에 비해 가지

는 장점에 대해 서술하고 성능 비교 실험을 통해 이를 

검증한다. 

3.1과 3.2에서는 리눅스 내장 time 명령어와 ROS 내

장 rostopic 명령어를 다루고, 3.3에서는 본 논문에서 

제안하는 분석 기법에 대해 설명하며 기존의 방법에 비

해 가지는 장점에 대해 서술한다. 3.4에서는 성능 비교 

실험을 바탕으로 이를 검증한다. 

 

3.1 리눅스 내장 time 명령어 

 

프로그램을 time 명령어와 함께 실행하면 전체 수행 

시간과 프로그램이 사용자 모드와 커널 모드에서 실행

된 시간이 측정된다. 하지만 time 명령이 실행된 시점

부터 쓰레드(Thread)가 종료된 시점까지 측정되기 때

문에 원하는 시간만큼의 측정이 불가능하다[6]. 

또한 측정 단위가 CPU 내부의 쓰레드이기 때문에 쓰

레드 내에서 실행되는 여러 함수 중 우리가 원하는 함

수만의 수행 시간만을 측정할 수 없다. 특히 함수 단위

의 측정이 아니기 때문에 루프를 이용하여 함수를 반복

적으로 실행하는 ROS의 구조 상 time 명령어로는 한번

의 수행(Iteration)에 대한 측정이 불가능하다. 본 논문

에서 제안하는 기법은 함수 단위의 측정이 가능하기 때

문에 수행 시간 분석에 더 적합하다고 할 수 있다. 

 

3.2 ROS 내장 rostopic 명령어 

 

[그림 3] rostopic hz와 제안하는 기법의 측정 방법 

rostopic은 ROS에서 제공하는 명령어 라인 도구

(Command Line Tool)다. 이 중 rostopic hz 명령어

는 ROS가 발행하는 토픽의 발행 주기를 출력한다[3]. 

이 때 측정하는 주기는 [그림 3]에서 구독자 노드에 

해당하는 노드 2가 토픽 2를 발행하는 주기에 해당한다. 

콜백 1은 발행자 노드인 노드 1이 발행한 토픽 1을 성

공적으로 구독하는 경우 실행되기 때문에 이상적인 경

우 rostopic hz가 측정하는 주기는 토픽 1의 발행 주
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기와 동일하다. 

그러나 이 경우 큐에 정보를 저장하는 시간(㉡, ㉣), 

스피너를 실행하는 시간(㉢) 등 부가적인 작업에 대한 

시간이 포함된다. 또한 콜백 함수의 수행 시간이 토픽 

1의 발행 주기보다 짧은 경우 노드의 유휴(Idle) 시간

(㉠)이 함께 측정된다. 따라서 콜백 함수의 수행 시간을 

측정하는 데 오차가 발생한다. 

 

3.3 제안하는 기법 

 

[그림 4] 제안하는 기법의 의사코드 

2.2에서 진술한 바와 같이 구독자 노드 내의 스피너

는 spinOnce()를 호출하여 콜백 함수를 하나씩 큐에서 

꺼내며 실행한다. 이 과정은 ROS의 기본 라이브러리에 

반복문을 이용하여 구현되어 있다. 제안하는 기법은 [그

림 4]와 같이 이 반복문 안에서 콜백 함수의 실행 앞뒤

로 타임스탬프를 기록한다. 이후 두 타임스탬프의 차를 

계산하여 콜백 함수가 수행된 시간을 얻는다.  

제안하는 기법은 스피너 내부 코드를 수정하기 때문

에 스피너 자체의 실행 시간을 무시할 수 있다. ([그림 

3]의 ㉢) 또한 [그림 4]의 dequeue와 같이 TLS 큐에 

대한 작업을 제외한 오직 콜백 함수를 실행하는 시간만

을 측정하기 때문에 큐에 정보를 저장하거나 빼내는 시

간을 무시할 수 있다. ([그림 3]의 ㉡, ㉣) 또한 TLS 

큐는 구독자 노드가 사용하기 때문에 발행자 노드에 의

존하는 유휴 시간을 무시할 수 있다([그림 3]의 ㉠). 따

라서 리눅스의 time 명령어가 반복문 내부의 함수 각각

의 수행 시간을 측정하지 못한다는 단점을 보완하고, 

ROS의 rostopic 명령어가 유휴 시간 등을 함께 측정하

여 부정확한 수행 시간을 도출한다는 단점을 보완하여, 

순수하게 콜백 함수만의 수행 시간만을 측정할 수 있다. 

또한 ROS 라이브러리만을 수정했기 때문에 개발자의 

코드에 의존하지 않고 범용적으로 사용이 가능한 기법

이라고 할 수 있다. 

 

3.4 성능 비교 실험 

 

본 논문에서 제시하는 분석 기법과 rostopic hz의 

성능 비교를 위해 [그림 3]의 상황을 재현하였다. 먼저 

토픽 1을 10Hz로 발행하는 노드 1과 토픽 1을 

구독하는 노드 2를 구현하였다. 

토픽 1에 대한 콜백 1에서는 토픽 2가 발행되며 

여러 작업이 수행되는 실제 상황을 재현하기 위해 함수 

내에 반복문으로 출력 함수를 수행하게 하였다. 이후 

rostopic hz로 토픽 2의 주기를 측정하였으며, 

제안하는 기법으로는 콜백 함수의 수행 시간을 

측정하였다. 이 과정을 1000회 반복하여 평균을 

구하였다. 

[표 1] rostpic hz와 제안하는 기법의 측정 결과 

측정 방법 rostopic hz 제안하는 기법 비율 

수행 시간 0.10 s 0.0093 s 9.3% 

[표 1]과 같이 발행자 노드의 발행 주기보다 작업의 

수행 시간이 짧은 경우에도 rostopic hz는 발행 

주기와 동일한 0.10s (10Hz)가 측정되는 것을 확인할 

수 있다. 이는 제안하는 기법이 측정한 0.0093s에 비해 

10배 이상 높은 수치인데 이를 통해 rotopic hz는 

통신/유휴 시간 등 오차가 되는 시간을 실제 수행 

시간의 10배 이상 측정했다는 것을 확인할 수 있다. 

따라서 기존의 방법으로는 콜백 함수만의 수행 

시간을 측정하는 것이 불가능하며, 제안하는 기법으로 

이를 수행할 수 있음을 확인할 수 있다. 

 

4. 결론 

 

본 논문을 통하여 ROS 네트워크의 각 모듈의 수행 

시간을 정확히 측정하는 분석 기법을 제안하였다. 

제안하는 기법은 개발자 코드의 수정 없이 라이브러리 

형태로 사용하는 것이 가능하다. 또한 이 기법을 통해서 

기존에는 부정확했던 함수 단위의 수행 시간 측정을 

보다 정확하게 할 수 있다. 
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