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2.3 HLBS (Heterogeneous Laxity-Based Scheduling)
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3.2 HSFS (Heterogeneous Superiority First Scheduler)
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Algorithm 1: HSFS Algorithm
Input : Target application representing DAG G(V.E)
Output: Scheduling of G(V,E)
while There are nodes with no values of lority and superiority do
Compute larity, superiority by traversing graph from end node to
entry node
end
Sort the tasks in ascending order of lazify and assign to Ly,,:
Sort the tasks in descending order of superiority and assign to Leyp:
while There are unscheduling nodes do
0y + node which has smallest laxvity
n, « node which has largest superiority
if EFT(n.) is larger than larity(n ) then
| Seleet ny;
else
| Select ng;
end
for Erist available processor do
| Compute EFT using the insertion-bused scheduling policy
end
Assign the task to the processor indicating the minimun EFT
end
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